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Abstract: Social media is a rich source of information nowadays. If we look into social media, sentiment analysis is one of the 

challenging problems. Sentiment analysis is a substantial area of research in the field of Natural Language Processing. This 

survey paper reviews and provides the comparative study of deep learning approaches CNN, RNN, LSTM and ensemble-based 

methods. 

Keywords: Natural Language Processing; Sentiment Analysis; Deep Learning Classifiers; LSTM; CNN 

1. Introduction 

SA is a branch of psychology that analyses people’s 

thoughts, feelings, and emotions derived through customer 

script automatically. Sentiment analysis is a hot topic in 

natural language processing, and it’s still getting much 

attention in data mining because emotions are powerful 

drivers of social behaviour. In a way, sentiment analysis 

started as a research topic in Natural Language Processing 

across the world. The most important application of NLP, 

computational linguistics, and text processing is sentiment 

analysis. Sentiment analysis is an opinion mining task that 

can be used to ascertain the writer's or speaker's emotions, 

attitude toward a specific task, such as product reviews, 

film reviews, or the overall tone of the document. The era 

of digitalization has resulted in the exponential growth of 

data. Data is stored in a variety of formats, including 

structured, semi-structured, and unstructured. The difficult 

task is to discover useful information through data analysis. 

2. Deep Learning Models 

It is a subset of Machine Learning in which the number of 

layers (multilayers) used to achieve the desired results is 

increased. It is a term used to refer to an extensive neural 

network. Nodes in a neural network communicate with one 

another via interconnected layers of nodes. Deep learning 

models incorporate dozens, if not hundreds, of hidden 

layers to create complex models that continuously learn and 

improve. This article discusses the various deep learning-

based models that have been used to analyze sentiments. 

2.1 Recurrent Neural Network 

The Recurrent Neural Network is a deep learning technique 

used for sentiment analysis and is based on sequential data. 

It generates the output using sequential information based 

on previous computations. It can accept multiple input 

vectors and output multiple vectors. Traditionally, neural 

networks have relied on independent inputs, making them 

unsuitable for specific tasks in Natural Language 

Processing. Consider the following example: word 

prediction within a given sentence. The RNN model is a 

highly efficient model for sentiment analysis. RNNs make 

use of memory cells that are capable of storing data about 

lengthy sequences. To begin, we must comprehend 

sequential information. Sequential data is data that is 

ordered in such a way that similar items follow one another. 

2.2 Long Short-Term Memory 

SeppHochreiter and JuergenSchmidhuber presented 

another model for sequential information called long short-

term memory. LSTM networks are a form of RNN that may 

learn order dependence in situations of sequence 

prediction. The LSTM architecture is an RNN that 

remember the information at regular periods. It is employed 

in the solution of the vanishing gradient problem. It can 

learn long-term dependence. At observation time, RNN has 

only two gates: an input gate and an output gate from the 

last hidden state, and there is no knowledge about the past 

to remember. RNNs can remember their inputs for a long 

time due to LSTMs. That is why long short-term memory 

uses its memory to accumulate information over a long 

period. This memory cell is known as a gated cell because 

it represents whether or not to store or delete information 

dependent on the relevance of the information. LSTM is 

made up of three gates. The input gate is used for new data 

input, the forget gate is used to determine whether or not 

the data should be deleted, and the output gate is used to 

determine the output at the current time step.       

2.3 Convolutional Neural Network   

The neural network image processing group was the first to 

create the convolutional neural network. ConvNets are 

developed to accommodate data in the form of several 

arrays, such as a colour image made up of three 2D arrays 

representing pixel elevations in each of the colour channels. 

As attribute extractors, a CNN uses two operations as 

convolution and pooling. As in a multi-layer perceptron, 

the output of this series of operations is bound to a 

completely connected layer. Convolutional neural 
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networks are often used on text in Natural Language 

Processing. There are two types of pooling used: max-

pooling and average-pooling. When we use CNN for text 

instead of images, we display the text with a 1-Dimensional 

string. CNN is mostly used in sentence classification in 

NLP tasks. 

3. Related Work 

Numerous analysts have tried to consolidate machine 

learning and deep learning ideas concept in ongoing years 

for the accurate classification of sentiments. This section 

quickly portrays the various investigations related to 

sentiment analysis of web contents about user’s sentiments, 

emotions, opinion toward various matters like motion 

pictures and products using machine learning techniques. 

The authors have been presented the hybrid model for text 

classification that gives better accuracy than traditional 

models. They combined two well-known neural network 

models, CNN and LSTM, in this paper. The experimental 

result demonstrated an increase in text classification 

accuracy. They evaluate with an accuracy of 87.31 per cent 

[1]. The authors propose an efficient model for sentiment 

classification, which calculates the accuracy of 82.53% on 

Bengali text. They used two deep neural network models, 

such as deep RNN with BiLSTM [2], to evaluate. It has 

achieved significant results in the field of text 

classification. The authors have been presented an 

innovative approach for target-based emotion analysis that 

reduces training time of the proposed model through 

regional Long Short-Term Memory [3]. 

Deep learning models are frequently used in Natural 

Language Processing applications. An efficient approach 

has been proposed for a multi-domain system that is based 

on word embedding. The tool named NeuroSent gives the 

accuracy 85.15% by using the amazon website dataset for 

multi-domain [4]. Some of the machine learning models are 

based on the content classification in NLP. An ensemble 

method proposed for Vietnamese text for sentiment 

analysis by some researchers. In this approach, they 

combine the traditional method with a deep learning 

algorithm. This proposed approach gives an accuracy of 

89.19% by using the voting rule [5]. The author has been 

presented a paper on the deep learning approach for text 

classification [6]. A novel approach has been proposed for 

IMDB movie review sentiment analysis using the Deep 

CNN-LSTM model that gives the accuracy 89% [7]. Some 

authors give a survey on various models for analysis. A 

comparative study is given by using deep learning models 

and classifiers [8]. Researchers have been proposed an 

approach for analysis [9]. The ensemble approach has been 

performed better than traditional models in the field of text 

classification. The authors have been presented a machine 

learning method for performing analysis. They used Long 

Short-Term Memory, Naïve Bayes and SVM for analysis 

using reviews on Google Play in Chinese [10]. 

The authors have been proposed a model named Sent 

WordNet that is dependent on Word2Vec to perform 

sentiment analysis [11]. A novel approach proposed by 

researchers named ECNN is to identify opinion, polarity 

and emotions in microblogs [12]. To perform sentiment 

analysis, the authors have been presented the model related 

to text classification. They used word embedding at word 

level and sentence level using the skim gram model [13]. 

The authors have been proposed a model for text analysis 

base on CNN and SVM [14]. The authors have been 

proposed an efficient method to perform sentiment analysis 

on the IMDB review dataset. They found that the deep 

learning model RNN is effective in terms of words 

semantic and evaluate the accuracy of 89.8% [15]. The 

author has been building a model that is based on 

heterogeneous feature [16]. The authors have been used 

word embedding for sentiment analysis. An efficient 

approach has been proposed for sentiment analysis by using 

word embedding. The author has suggested providing 

human behavioural and trust security by using blockchain 

and verifying sentiment analysis [17]. Some of the authors 

have been presented an overview of sentiment analysis. 

This paper presents the different feature selection methods 

and machine learning algorithms [23]. A combined 

framework for sentence classification has been proposed 

that is based on CNN and RNN. On a movie review dataset, 

the proposed framework achieves an accuracy of 93.3 per 

cent [24]. The authors have proposed an analysis strategy. 

This article discusses the accuracy of the ConvLstm at 88.3 

per cent for fine-grained data [25]. This approach is certain 

to succeed because both operate under distinct conditions: 

one between users and the data centre and another between 

memory in the data centre [26]. 

 

Table 3.1: Summary of the Machine Learning Approaches 

for Sentiment Analysis 

 

Ref. 

No. 

Methodology Deep 

Learning 

Models 

Results 

[1] Text Classification, Nature 

Language Processing, LSTM, 

Long Text Sequences, CNN 

CNN-

LSTM 

87.31% 

[2] Bengali text, Deep learning, 

Sentiment Classification, 

RNN, LSTM, BiLSTM, 

Facebook, NLP 

BiLSTM 85.67% 

[3] Deep Learning, Sentiment 

analysis, Target-based 

sentiment analysis, 

Convolutional neural network, 

Long short term memory 

network, Deep neural network 

model 

CNN- 

RLSTM 

94.35% 

[4] Sentiment Analysis, Natural 

Language Processing, Neural 

Networks, Multi-domain 

NeuroSent 84.60% 
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Sentiment Analysis, Deep 

Learning 

[5] Sentiment analysis, deep 

learning, ensemble Learning 

Vote-rule 92.80% 

[6] sentiment analysis, natural 

language processing, 

deep Learning, long- short 

term memory 

AraFT 93.5% 

[7] IMDb, sentiment analysis, text 

classification, 

neural network, CNN, LSTM 

Base-

Model 

84.98% 

 

 

[8] Deep Learning, Sentiment 

Analysis, Consumer 

Review, Recurrent Neural 

Network (RNN), Long Short 

Term Memory (LSTM) 

Deep 

Learning 

with Bi- 

LSTM 

94.00% 

[9] Convolutional neural network, 

long short- term 

memory, recurrent neural 

network 

Convlstm 88.3% 

[10] Deep Learning, Tibetan 

Microblog, Word vector, 

Sentiment 

Analysis 

CNN-

LSTM 

86.21% 

[11] Sentiment analysis, 

Word2Vec, Word 

embeddings, SentiWordNet 

Senti2vec 85.4% 

[12] Natural language processing, 

sentiment analysis, 

deep learning, convolution 

neural network, emoticons. 

ECNN 72.55% 

[13] Word Embedding MS-skip, 

CS-skip 

87.89%, 

89.62% 

[14]  

Deep learning model, Text 

classification, Natural 

Language 

Processing, CNN, RNN 

TextRNN+ 

Attention 

84.56% 

(precision 

) 

[15] NLP, sentiment analysis, deep 

learning, machine 

learning, text classification 

Deep 

Learning 

89.8% 

[16] NLP, Text Mining, Data 

Mining, Big Data, Sentiment 

Analysis, 

Naïve 

Bayes, 

Linear 

SVM 

84%, 

79% 

 Opinion Mining, Machine 

Learning, 

Deep Learning, SentiWordNet 

(SWN) 

  

[17] Word embedding, Word2Vec, 

Machine Learning, 

Bag-of-words. 

Word2Vec 81% 

[23] Sentiment Analysis, 

Machine Learning 

- - 

[24] Convolutional neural network, 

recurrent neural network, 

natural language processing, 

deep 

Learning, sentiment analysis, 

long-term dependencies. 

Deep 

Learning 

93.2% 

[25] convolutional neural network; 

long short- term 

memory; recurrent neural 

network 

ConvLstm 88.3% 

 

4. CONCLUSION 

 Sentiment classification is the method of 

extracting a user’s view as positive or negative for a 

specific task. Social media is a rich source of information 

nowadays. If we look into social media, sentiment analyses 

are one of the challenging problems. Sentiment analysis is 

a substantial area of research in the field of Natural 

Language Processing. This survey paper reviewed and 

provided the comparative study of well-known deep 

Learning approaches CNN, RNN, LSTM and ensemble. 
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