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Abstract  
 

Vector quantization (VQ) has received a great attention in 

the field of multimedia data compression since last few dec-

ades because it has simple decoding structure and can pro-

vide high compression ratio. In general, algorithms of VQ 

codebook generation focus on solving two kinds of problem: 
(i) to determine the quantization regions and the code words 

that minimize the distortion error. (ii) to reduce the computa-

tional complexity of code words search for building the co-

debook. In this paper, a novel VQ codebook generation me-

thod based on the Linde-Buzo-Gray (LBG) is presented. VQ 

based image compression technique has three major steps 

namely (i) Codebook Design, (ii) VQ Encoding Process and 

(iii) VQ Decoding Process. The performance of VQ based 

image compression technique depends upon the constructed 

codebook. In the same sequence, widely used technique for 

VQ codebook design is the LBG algorithm. However the 

performance of the standard LBG algorithm is highly de-
pendent on the choice of the initial codebook. In this paper, 

we have proposed a simple and very effective approach for 

image compression through LBG algorithm. The simulation 

results show that the proposed scheme is computationally 

efficient and gives expected performance. 

 

Keywords: Image Compression, Codebook generation, 

LBG algorithm, Vector Quantization (VQ). 
 

1. Introduction 
 Image data compression is concerned with reducing the 

number of bits required to represent an image or reducing bit 

rate for data set while maintaining an acceptable image qual-

ity [1-3]. There are two main application areas of image 

compression: Image transmission and archiving. The poten-
tial applications for image transmission are digital TV, Digi-

tal HDTV, video conferencing, facsimile transmission of 

printed material, graphics images, or the transmission of 

remote sensing images obtained from satellites and recon-

naissance aircraft. Another area for the application of effi-

cient coding is where pictures are stored in a database for 

archiving medical images, and in multimedia devices such as 

CD-I and 3DOS (Three Dimensional Operating System). 

The compression ratios required ranged from 8:1& 40:1, 

depending on the image modality. Although the technical 

constraints depend upon the application, the theoretical 

problem of data compression remains the same [4-10]. 

 Digital images commonly contain lots of redundant infor-

mation, and thus they are usually compressed to remove 

redundancy and minimize the storage space or transport 

bandwidth [11]. Two types of compression are possible: 

lossless and lossy. If the process of redundancy removing is 
reversible, i.e. the exact reconstruction of the original image 

can be achieved, it is called lossless image compression; 

otherwise, it is called lossy image compression. Scientific or 

legal considerations make lossy compression unacceptable 

for many high performance applications such as geophysics, 

telemetry, non-destructive evaluation, and medical imaging, 

which will still require lossless image compression [7, 9, 12-

22]. VQ is an established lossy compression technique that 

has been used successfully to compress signals such as 

speech, music, imagery, and video [21]. 

 Vector Quantization is one of the widely used and effi-

cient techniques for image compression. VQ has received a 
great attention in the field of multimedia data compression 

[9] since last few decades because it has simple decoding 

structure and can provide high compression ratio. In 1980, 

Linde, Buzo, and Gray proposed the VQ scheme for grays-

cale image compression and it has proven to be a powerful 

tool for both speech and digital image compression [6]. 

There are three major procedures in VQ, namely codebook 

generation, encoding procedure and decoding procedure. In 

the codebook generation process, various images are divided 

into several k-dimension training vectors. The representative 

codebook is generated from these training vectors by the 
clustering techniques. In the encoding procedure, an original 

image is divided into several k-dimension vectors and each 

vector is encoded by the index of codeword by a table look-

up method. The encoded results are called an index table. 

  During the decoding procedure, the receiver uses the 

same codebook to translate the index back to its correspond-

ing codeword for reconstructing the image. The principle 

involves encoding a block of pixels, called a vector, rather 

than encoding each pixel individually. A vector quantizer Q 

of dimension k and size N is defined as a mapping from vec-
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tors in k-dimensional Euclidean space Rk containing N out-

put or reproduction vectors called code-words. Thus: 

wkRQ k   

Where W = (wn; n = 1, 2. . . N) is the set of reproduction 

vectors (feature maps) called a codebook. 
 

Vector quantization can also be seen as a combination of 

two functions: an encoder, which views the input vector v 

and generates the address of the reproduction vector speci-

fied by Q (v); and a decoder, which uses this address to gen-

erate the reproduction vector w. To the N code-words of the 

vector quantizer corresponds N regions of Rk (clusters, Vo-

ronoi partition), denoted Rn; n = 1, 2. . . N, The nth region is 

defined by: 
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and represents the subset of vectors of Rk which are well 

matched by the codeword wn, of the codebook. At the en-

coding end, the address of the codeword most closely de-

scribing the vector to be coded, in terms of a predefined dis-

tance, is transmitted. A copy of the codebook is stored in a 

ROM in the decoder device. Then the decompressed data is 
generated simply by reading the codeword corresponding to 

the transmitted address. One can notice that the decoding 

stage is very simple. The bit rate is given by R = (log2 N)/n, 

where n is the block size and N is the codebook size. A ma-

jor problem of VQ is the codebook generation [6, 9, 11, 13, 

16-18].The codebook is generated using a clustering algo-

rithm which selects the most significant vectors of a training 

set in order to minimize the coding error when all the train-

ing set vectors are encoded. So far, several codebook design 

algorithms had been proposed [1, 19] to design the VQ co-

debooks. Among them the LBG and Generalized Lloyd Al-
gorithm (GLA) algorithm is the most commonly used me-

thod for VQ codebook design. 

 The LBG algorithm is the most cited and widely used al-

gorithm on designing the VQ codebook. It is the starting 

point for most of the work on vector quantization. The per-

formance of the LBG algorithm is extremely dependent on 

the selection of the initial codebook. In conventional LBG 

algorithm, the initial codebook is chosen at random from the 

training data set. It is observed that some-time it produces 

poor quality codebook. Due to the bad codebook initializa-

tion, it always converges to the nearest local minimum. This 

problem is called the local optimal problem [10]. In addition, 
it is observed that the time required to complete the itera-

tions depends upon how good the initial codebook is. In lite-

rature [10-20], several initialization techniques have been 

reported for obtaining a better local minimum. 

 The LBG algorithm has two disadvantages. First the LBG 

algorithm only guarantees a locally optimal codebook. 

Second the codeword generation process needs a great deal 

of calculation. To reduce the computational complexity of 
code-words search, many fast search algorithms have been 

developed, such as Triangle Inequality Eliminating rule [3], 

Partial Distortion Search [4], Mean ordered Partial codebook 

Search [5] and Principal Component Analysis [6]. 

To make an effective initial codebook there have been sev-

eral methods proposed, such as the pair-wise nearest neigh-

bor (PNN) algorithm [7]. The obvious way in PNN algo-

rithm is to explicitly find each point's nearest neighbor, but it 

is inefficient to reduce the cost order of the closest pair com-

putation O (N log N) in training size N. The Enhanced LBG 

algorithm (ELBG) [8] with the same initial codebook can 
reduce a few numbers of iterations than LBG. But ELBG 

algorithm has the same computational complexity as LBG 

algorithm. A method of image thresholding by using cluster 

organization from the histogram of an image have been pro-

posed, one of the well-known methods is Otsu‟smethod [9]. 

 By maximizing the criterion function, the variances be-

tween two classes can be separated as far as possible and the 

variances within both classes will be as minimal as possible 

[21]. Other than this various scheme include mean-distance-

ordered partial codebook search (MPS), enhance LBG 

(ELBG), neural network based techniques, genetic-based 
algorithms, principal component analysis (PCA) approaches, 

tabu search (TS) schemes, are used to design codeword dis-

placement methods and so on [10-21]. 

 In order to alleviate problems associated with the code-

book initialization for the LBG algorithm, in this paper, we 

have proposed a novel codebook initialization technique. In 

the initialization process, we have first chosen a highest lev-

el approximate image from the original image using image 

pyramid [14] and subsequently the selected highest level 

approximated image is decomposed into blocks to select as 

the initial codebook for codebook generation. The selected 

initial codebook is trained into an improve one through sev-
eral iterative processes. The proposed algorithm has been 

implemented and tested on a set of standard test images and 

the performance is compared with respect to the standard 

LBG algorithm [22]. 

 The rest of the paper is organized as follows. A brief 

overview VQ and LBG is given in section 2. The proposed 

methodology is elaborated in section 3. Experimental results 

are presented in section 4 to discuss the relative performance 

of the proposed scheme. Finally, conclusions are given in 

section 5. 

 

2. LBG Algorithm Based Vector Quantiza-

tion  
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The concept of VQ is based on Shannon‟s rate-distortion    

theory where it says that the better compression is always 

achievable by encoding sequences of input samples rather 

than the input samples one by one. In VQ based image com-
pression, initially image is decomposed into non-over lap-

ping sub image blocks. Each sub block is then converted into 

one-dimension vector which is termed as training vector. 

From all these training vectors, a set of representative vec-

tors are selected to represent the entire set of training vectors 

vectors. As stated earlier, the VQ process is done in the 

following three steps namely (i) codebook design, (ii) encod-

ing process and (iii) decoding process [23-25].  

Linde et al. proposed a GLA which is also called Linde-

Buzo-Gary algorithm, requires an initial codebook to start in 

1980 [6]. Codebook is generated using a training set of im-
ages [26]. The set is representative of the type of images that 

are to be compressed. There are different methods like Ran-

dom Codes and Splitting [12], in which the initial code book 

can be obtained. This initial codebook is obtained by the 

splitting method in LBG algorithm and set as the average of 

the entire training sequence. This code vector is then split 

into two. The iterative algorithm is run with these two vec-

tors as the initial codebook. The final two code vectors are 

splitted into four and the process is repeated until the desired 

number of code vectors is obtained.  

The flowchart of LBG clustering algorithm is shown in 
Figure 1. After codebook design process, each codeword of 

the codebook is assigned a unique index value. Then in the  

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 1: The flowchart of LBG clustering algorithm 
 

encoding process, any arbitrary vector corresponding to a 

block from the image under consideration is replaced by the 

index of the most appropriate representative codeword. The 

matching is done based on the computation of minimum 
squared Euclidean distance between the input training vector 

and the codeword from the codebook. So after encoding 

process, an index table is produced. The codebook and the 

index-table is nothing but the compressed form of the input 

image. In decoding process, the codebook which is available 

at the receiver end too, is employed to translate the index 

back to its corresponding codeword. This decoding process 

is simple and straight forward. Figure 2 shows the schematic 

diagram of VQ encoding-decoding process [3, 10, 12-17, 20, 

23-24]. 

 
LBG is an easy and rapid algorithm. However, it has the 

local optimal problem which is that for a given initial solu-

tion, it always converges to the nearest local minimum. In 

other words, LBG is a local optimization procedure.  

 

Therefore, scholars proposed many approaches to solve 

this problem, such as directed-search binary-splitting 

(DSBS), mean-distance-ordered partial codebook search 

(MPS), double test of principal components (DTPC), en-

hance LBG (ELBG), centroid neural network adaptive re-

sonance theory (CNN-ART), fast-searching algorithm using 
 

 

Figure 2: The Schematic diagram of VQ encoding-

decoding process 
projection and inequality (FAUPI), GA-based algorithm, 

evolution-based tabu search approach (ETSA), PNM, code-

book generation algorithm using codeword displacement 

(CGAUCD) and so on. The discussed schemes are designed 

to improve the distortion of the reconstructed image and the 

others are designed to reduce the computation time of the 

training procedure [23, 26-29]. 
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3. Methodology 
Let the size of original image be N×N. In VQ algorithm, 

each image is divided into sub-images or blocks of size n×n. 

Therefore, there are Nb=[N/n]×[N/n] sub-images or blocks 

called input vectors as X={x1,x2,…, xNb}, where xi is the in-
put vector with the dimension of n×n, i.e. xi= 

(xi1,xi2,…,xi(n×n)). In the next step, the codebook C = {c1,c2,…, 

cNc} is designed where ci is the ith codeword as ci=(ci1,ci2,…, 

ci(n×n) with the length of n×n and NC is the number of code-

words or size of codebook (Nb>>NC). Vector quantization 

method assigns each input vector to one of the code-words 

in the codebook based on the maximum similarity, i.e. min-

imum Euclidean distance [24]. The distortion function D is 

defined as 

 (1)  
 
Where μij are called the index coefficients which should sa-

tisfy the following two conditions: 

 

 (2) 

 

 (3) 

 
In order to design codebook optimally, one should consider 

the following points: 

 

(a) The region Rj, j=1,2,…,NC, which represents the input 

vectors belonging to the codeword cj must satisfy 

 

 

       

Where d(x,cj) is the Euclidean distance between the vectors x 
and cj. 

(b) The codeword cj is the centroid of the jth region (Rj)  

          which is computed as 

 

 (4) 

 

Where, Nj is the number of member vectors of Rj. 

 

One of the key points of VQ is to generate a good code-

book such that the distortion between the original image and 

the reconstructed image is the minimum. Moreover, since 
the codebook generation procedure is a time consuming 

process, how to reduce the computation time is another im-

portant issue for the VQ codebook generation [8, 12, & 25]. 

 

The compression algorithm can be measured by certain 

performances such as Compression Ratio (CR), Mean square 

error (MSE), Peak Signal to Noise ratio (PSNR) [26-29]. 

They used a mapping function to partition training vectors 
into N clusters. The mapping function is defined as Rk→ CB. 

Let X = (x1, x2…xk) be a training vector and d(X, Y) be the 

Euclidean distance between any two vectors. The iteration of 

GLA for a codebook generation is given as follows [4]: 

 

Step 1: Randomly generate an initial codebook CB0. 

 

Step 2: i = 0. 

 

Step 3: Perform the following process for each training vec-

tor. 

 Compute the Euclidean distances between the train-

ing vector and the code-words in CBi. The Eucli-

dean distance is defined as 

 (5) 

  

 Search the nearest codeword among CBi. 

 

Step 4: Partition the codebook into N cells. 

 

Step 5: Compute the centroid of each cell to obtain the new 

codebook CBi+1. 
 

Step 6: Compute the average distortion for CBi+1. If it is 

changed by a small enough amount since the last iteration, 

the codebook may converge and the procedure stops. 

Otherwise, i = i + 1 and go to Step 3. 

 

 Here, we use five training vectors as an example to dem-

onstrate how to train a codebook. The training vectors are  

 

Table 1: Five Training Vectors 
 

 x1 x2 x3 x4 

X1 241 192 21 156 

X2 212 76 123 36 

X3 10 220 108 233 

X4 165 108 155 41 

X5 109 52 19 247 
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shown in Table 1. Suppose the total number of the code-

words in a codebook is three, namely N = 3. First, we ran-

domly generate an initial codebook CB0 as shown in Table 2, 

[4]. 
Next, the scheme computes the distances between the 

training vector and the code-words among CB0. For exam-

ple, the distance between X1 and C1 is d(X1, C1) =√ {(241-

32)2+ (192-177)2 + ..... + (156-210)2} =248.41. From Table 

1, we can see that the nearest code of X1 is C3 for i = 0. The 

training vectors which have the same nearest codeword are 

partitioned into the same cell. The scheme computes the 

centroid of each cell to obtain the new codebook. In this 

example, X1 and X4 that have the same nearest codeword C3 
are partitioned into the same cell. The centroid of the two 

vectors is (203, 150, 88, 98.5) that is the third codeword of 

the new generated codebook CB1. The procedure is repeated 

until the codebook is converged. The final codebook is CB3. 

 

Table 2: An Example of GLA Algorithm

 

            
 

 

4. Results 

 The tested image was a picture ”Gandhi” (N1 ×N2 = 

512×512 frame of size, 256 grey  levels for each pixel and 

blocks of image 4 × 4 pixels) as shown in Figure 3. The ex-

periment shows realization of the LBG design: with nonli-

near neural predictors described in this paper. In Figure 3, 

we show the reconstructed “Gandhi” image for the code-

book size = 512, twenty loops and the FSCL algorithm. In 

this case MSE = 35.0054. 

 



International Journal of Advanced Computer Technology (IJACT)        
ISSN:2319-7900 

 

10 

 
INTERNATIONAL JOURNAL OF ADVANCED COMPUTER TECHNOLOGY | VOLUME 2, NUMBER 2 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusions 
 

In recent days, vector quantization (VQ) has emerged as an 

effective tool in the area of image compression. In earlier.  

days, the design of a vector quantizer was considered to be a 

challenging problem due to the need for multi-dimensional 
integration. LBG algorithm is based on training sequences. 

The use of training sequences bypasses the need for multi-

dimensional integration 

 

In this study, LBG-VQ has been used for the image com-

pression applications. An image has been compressed and 

then reconstructed as shown above. This technique, as lossy 

data compression technique, has quite high value of MSE. 

The performance, in this study, is found to be upto the mark. 

Figure 3: Original and Reconstructed “Gandhi” Im-

age 
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